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1. Introduction

The Santiago Basin (Fig. 1) concentrates more than 40% of the Chile’s population, along with most of the critical infrastructure of the country. This area is located in a subduction zone where large earthquakes frequently occur (Leyton et al., 2010; Udías et al., 2014). Two large earthquakes affected the urban structure of the Santiago city during the last thirty years, the 1985 Mw 8.0 Valparaiso and the 2010 Mw 8.8 Maule earthquakes. The earthquakes’ Medvedev–Sponheuer–Karnik (MSK) scale intensities in the Santiago metropolitan area ranged between VI and VIII and were mainly associated to the surface geology characteristics (Leyton et al., 2011; Astroza et al., 2012).

The seismic response of a soil deposit depends on its shear wave velocity profile, which can be directly measured from invasive in-situ tests or estimated from the dispersive characteristics of surface waves propagating through it. The stiff and strong soils deposited in the metropolitan Santiago area complicate the use of traditional invasive in-situ tests, such as down-hole and cross-hole tests, that could measure properties of the deepest soil layers. In fact, no single borehole has been drilled to reach the contact with the underlying bedrock. On the other hand, the use of noninvasive geophysical methods based on active sources, such as multichannel analysis of surface waves (MASW) and spectral analysis of surface waves (SASW), and passive sources, such as spatial autocorrelation (SPAC) and refraction microtremor (Remi), are limited by the source energy required to reach the deeper soil layers and by restrictions on the maximum distance between receivers, respectively.

Another method used to study the elastic structure of a soil deposit is the cross-correlation of ambient seismic noise recorded at two receivers. A phase velocity dispersion curve can be calculated from the spectral method based on Aki’s formulation (Aki, 1957; Ekström et al., 2009; Tsai and Moschetti, 2010; Boschi et al., 2013). The ensemble averaged real part of the two-station coherence function, or cross-correlation spectrum, approximates a zero-order Bessel function of the first kind (J0) (Aki, 1957; Sánchez-Sesma and Campillo, 2006). In the time domain, the zero-order Bessel function is the medium’s Green Function and can be estimated from the ensemble average cross correlation of ambient noise. An approximation of the surface wave part of the Green’s function, or empirical Green’s function (EGF), can be estimated from the time-derivative of the time-averaged ambient noise correlation function (NCF) between long continuous time records at two stations (Shapiro and Campillo, 2004; Poli et al., 2012; Boschi et al., 2013). EGFs and NCFs have been used to study features of the Earth structure (Shapiro and Campillo, 2004; Poli et al., 2012), as well as to determine wave velocity distribution at continental (Shapiro et al., 2005; Benson et al., 2007; Yang et al., 2007; Ward et al., 2013) and basin scales (Nunziata et al., 2009; Piccozzi et al., 2009; Boaga et al., 2010; Hannemann et al., 2014; Mordret et al., 2014).

Dispersion curves can be estimated from spectral and time-domain methods and shear wave velocity profiles can be calculated by...
traditional inversion methods (Sabra et al., 2005; Yao et al., 2006; Ekström et al., 2009). While the frequency-domain method resolves wavelengths in the order of the interstation distance, the time-domain method can be used to calculate group velocities at higher frequencies (Boschi et al., 2013).

In the present study, we deployed a temporal network of broadband seismological stations throughout the Santiago Basin to perform intermediate to deep soil structure characterization. First, we describe the seismic network and explain how we used the HVSR method to classify the sites. Then, we show the processing method of the vertical components of ambient seismic noise to estimate cross-correlation in the time- and frequency-domains. Later, we present phase and group velocity dispersion curves and the most representative shear wave profiles of three city districts. Finally, we discuss our results in view of available data and about the implications on the seismic site response of the basin.

2. Geological setting

The Santiago Basin is located in the intermediate depression of central Chile surrounded by the Coastal Cordillera in the west and the Andean Cordillera in the east. While the Coastal Cordillera is composed of Jurassic to upper Cretaceous volcanic and sedimentary sequences and Jurassic to cretaceous intrusive rocks, the Andean Cordillera is mainly composed of volcanic and sedimentary sequences deposited during Cenozoic in Abanico intra-arc basin (Charrier et al., 2002). The sedimentary cover of the basin is relatively shallow and flat with 250 m of average depth and three depocenters that reach approximately 600 m, one of which is in the north-eastern side and the other two in the south-west side of the basin (Yañez et al., 2015).

The coalescence of the Mapocho and Maipo rivers filled the Basin with alluvial sediments, known as the Santiago gravels (Fig. 1), composed primarily of gravel and pebbles of high strength and stiffness (Bonnefoy-Claudet et al., 2009; Pilz et al., 2010). No single borehole in the gravelly deposit has reached the contact with the underlying bedrock and only one study attempted to estimate deep shear wave velocity profiles inverting HVSR in the center of the basin (Pilz et al., 2010). These stiff soil deposits complicate the use of invasive in-situ tests to measure properties of the deepest soil layers, and the limited source energy associated to active geophysical methods hampers the proper characterization of the sediments/bedrock contact.

The north of the basin consists of softer fine-grained soils (Fig. 1) that create a large impedance contrast with the basement rock, and that can easily be investigated with traditional exploration methods, such as MASW, SASW, and SPAC. Towards the west of the basin, there are pyroclastic deposits, known as Pudahuel Ignimbrite, composed of rhyolitic tuffs that merge with northern fine-grained soils and the Santiago gravels towards the basin central part (Stern et al., 1984). These deposits have variable thickness and stiffness (Rebolledo et al., 2006). On the other hand, the east part of the basin is filled with alluvial deposits that are composed of boulders, gravels, and fine-grained soils in intricate structures and dominated by mudflows and fans (Armijo et al., 2010).

3. Database

The seismic network deployed in the Santiago basin consists of 29 stations, each one equipped with a broadband Trillium compact 120 s-period sensor, a 24-bit Quanterra Q330 digitizer, a Marmot data logger system (Kinemetrics), and a GPS antenna. The stations recorded in continuous time in the north–south (NS), the east–west (EW), and the vertical (Z) directions at a rate of 100 samples per second. The network installation started in July 2013 and operated until May 2014. Fig. 1 shows the location of the broadband stations in the basin along with the surface geology.

4. Site characterization with HVSR

Site characterization obtained from surface geology is complemented with H/V spectral ratios (HVSR), which were calculated using the software Geopsy® (available at www.geopsy.org) using 60 s temporal windows of the recorded stationary noise, free from transient. The criterion to detect transients is based on the comparison between the average signal amplitude over a short time period $t_{ STA} = 1 \text{ s}$, STA, and the average signal amplitude over a longer time period $t_{ LTA} = 60 \text{ s}$, LTA. Windows with STA/LTA ratio between 0.5 and 2 are considered as stationary noise and used for HVSR computation. For every selected time window, the Fourier amplitude spectra of the two horizontal and the vertical components are smoothed with a Konno and Ohmachi (1998)
filter using a bandwidth coefficient $b = 40$ before dividing the quadratic mean of the horizontal amplitude spectra by the vertical one. The final HVSR is obtained by averaging the H/V amplitudes from all selected windows, and the standard deviations values for every frequency are estimated from the H/V amplitude logarithm. The selected calculation parameters follow the recommendations of the SESAME consortium (Bard and SESAME-Team, 2004).

Fig. 2 shows examples of HVSRs from five days of stationary noise recorded at the broadband stations. The solid black line in the figures is the result of averaging all available HVSR windows at each site and the shaded area represents the associated standard deviation. The one-minute selected windows used to calculate HVSR in the 29 stations ranged between 97 and 4860 (details in Table S1, Supplementary Material) and resulted in very stable average HVSR curves. For simplicity, we classified HVSRs in flat (H/V amplitudes smaller than 2.0 – Fig. 2a), subtle peak (H/V amplitudes between 2.0 and 3.0 – Fig. 2b), and clear peak (H/V amplitudes larger than 3.0 – Fig. 2c). The distribution of the HVSR types in the basin is shown in Fig. 1. The HVSRs over the Santiago gravel and the eastbound alluvium are mainly dominated by flat responses (Fig. 2a), whereas the north fine-grained deposits are characterized by spectral ratios with larger peak amplitudes (Fig. 2b and c). The distribution of the HVSR types in the basin is shown in Fig. 1. The HVSR peak amplitudes and their corresponding frequencies are reported in Table S1.

Previous studies have shown that a large-amplitude HVSR peak can be associated to a high impedance contrast between the sedimentary cover and the basement, while a low amplitude peak relates to a lower contrast, indicating the presence of a stiff soils (Bonnefoy-Claudet et al., 2006, 2009; Leyton et al., 2013).

A few sites exhibited subtle peaks at frequencies that do not agree with the fundamental frequency predicted by the one-dimensional vertical shear wave propagation theory, $f = V_s/(4 H)$ (where $V_s$ is the soil deposit shear wave velocity and $H$ is its thickness). Meanwhile, other sites in the center of the basin show HVSR with two peaks probably attributed to the predominant frequency of the entire soil deposit at the lowest frequency and the shallower soil layers, such as pumice and fine grained-soils, at higher frequencies. This information is only used as a proxy to identify sites with more complex stratigraphy.

5. Data processing

The data processing technique adopted in this study attempts to improve resolution at frequencies lower than the frequencies solved by traditional surface wave methods and to capture wavelengths in the order of the sedimentary cover thickness (from 100 to 1000 m). We explore frequency- and time-domain cross-correlations to obtain the dispersive properties of fundamental-mode Rayleigh waves that travel between pair of stations.

5.1. Frequency-domain method: determination of phase velocity

The data processing of the frequency-domain method follows the next steps (Ekström et al., 2009; Ekström, 2014):

(i) The continuous daily vertical records are visually inspected, high-pass filtered with a fourth-order Butterworth filter of cutoff frequency at 0.01 Hz to remove the trend and the mean, and divided in ten-minutes windows.

(ii) The Fourier spectra of the records at two stations and the cross-correlation spectrum between them are calculated in each window.
The real component of the cross-correlation spectrum is stacked after normalizing by the maximum absolute value.

The ensemble average cross-correlation spectrum is plotted as a function of frequency, and the zero-crossing frequencies are identified to later associate them to the zero crossings of the zero-order Bessel function of the first kind \( J_0 \). Fig. 3a shows the real part of the cross-correlation spectra in 44 days-span and the final spectrum obtained after stacking (Fig. 3b). The spectral shape is rather stable, which suggests that fewer days of records could have similar results.

The phase velocity \( c(\omega_n) \) [m/s] is calculated from the interstation distance \( \Delta [m] \), the frequencies of the function zero crossings \( \omega_n [rad/s] \), and the value of the zero crossing of the \( J_0 \) function \( z_{n+m} \) as

\[
c(\omega_n) = \frac{\omega_n \cdot \Delta}{z_{n+m}}
\]

where \( m \) is the number of missed or extra zero crossings. This equation yields a family of curves depending on the \( m \)-value adopted and from which the most physically-meaningful must be chosen as the dispersion curve. In most cases, the \( m \)-value that results in a curve that plateaus near 3.5 km/s at 0.1 Hz is considered (Fig. 3c). Fig. 4 shows a flowchart that summarizes the frequency-domain method.

5.2. Time-domain method: determination of group velocity

The time-domain analysis aims to find noise correlation functions (NCFs) between two stations. The methodology can be summarized as follows:

(i) The continuous daily vertical records are visually inspected, high-pass filtered with a cutoff frequency of 0.01 Hz to remove the trend and the mean, and divided in ten-minutes windows.

(ii) Time-domain noise correlation functions (NCF) are calculated in every time window.

(iii) The resulting NCFs are band-pass filtered using fourth-order Butterworth filters with three center frequencies per octave.

Fig. 3. Phase velocity from spectral-method. (a) Color map of the real component of the cross-power spectrum after daily stacking of 10 min windows for 44 days, (b) stacked real component of the cross-power spectrum, and (c) dispersion curves calculated with Eq. (1) for different \( m \)-values. The continuous line indicates the dispersion curve chosen in this example.

Fig. 4. Flowchart of the frequency- and time-domain methods to determine ambient noise cross-correlations.
(fc = 0.18, 0.25, 0.35, 0.5, 0.71, 1.0 Hz) and a half bandwidth of 15% of the center filter frequency for frequencies lower than 1 Hz, and four center frequencies per octave (fc = 1.26, 1.59, 2.0, 2.52, 3.17, 4.0, 5.04, 6.35, 8.0 Hz) and a half bandwidth of 12% of the center filter frequency for frequencies larger than 1 Hz. The chosen center filter frequencies and bandwidths ensure adequate discretization in the frequency domain and reduce the influence of highly energetic low-frequency waves at frequencies larger than 1 Hz.

(iv) The filtered traces at different center frequencies in every window are normalized by their respective highest absolute values.

(v) The normalized traces at a given center frequency with high signal-to-noise ratios SNR are stacked. The SNR is calculated as the ratio of the trace peak value to the root mean square of the trace elsewhere. A minimum SNR = 3.5 ensures that enough windows are selected for stacking and clearly improves SNR of high center frequencies NCF. A similar stacking approach is implemented in Picozzi et al. (2009) and Shirzad and Shomali (2014) in terms of the traces’ root mean square.

Group velocity for a given center frequency \( V_g(f_c) \) is directly calculated from the interstation distance \( \Delta \) [m] and the time \( t_p \) [s] at which the NCF peaks as

\[
V_g(f_c) = \frac{\Delta}{t_p} \tag{2}
\]

Fig. 4 shows a flowchart that summarizes the time-domain method.

5.2.1. Comments on the time-domain method

A ten-minute window is adequate to capture the frequency range of interest in this study (see an example in Shirzad and Shomali, 2014), and it increases the number of segments considered for stacking, which improves the SNR of the resultant NCFs. The use of a SNR criterion and selection of multiple windows reduce the influence of earthquakes that may affect the final NCFs, avoiding the use of spectral whitening and time normalization (Ekström, 2014). Due to anthropic activity, such as traffic, fewer windows satisfied the adopted SNR criterion at center filter frequencies larger than 2 Hz, and consequently, fewer windows were considered in the resulting NCF at high frequencies.

The minimum analyzed frequency \( f_{\text{min}} \) with this method is such that the maximum wavelength \( \lambda_{\text{max}} = \frac{V_{\text{av}}}{f_{\text{min}}} \) is smaller than a third of the interstation distance \( \Delta \):

\[
f_{\text{min}} = \frac{3 \times V_{\text{av}}}{\Delta} \tag{3}
\]

where \( V_{\text{av}} [\text{m/s}] \) is the average group velocity for the center filter frequency \( f_{\text{min}} [\text{Hz}] \). Since \( V_{\text{av}} \) is not known beforehand, \( f_{\text{min}} \) is computed after the calculation of the entire soil profile.

We compared group velocity dispersion curves calculated following the described time-domain method and the velocities obtained by applying the S-Transform (Stockwell et al., 1996) to the raw time-domain cross-correlation function. The latter method calculates the group velocity from the time associated to the peak of the normalized time-frequency representation of the cross-correlation (i.e., the normalized S-Transform) and the interstation distance. Both methods yield similar group velocities in the frequency range of interest, which validates our approach (see an example in Fig. S2).

6. Results

The deep structure of the Santiago basin between pairs of stations was investigated by calculating the cross-correlation of the vertical continuous records using the frequency- and time-domain methods.

The records at some stations show strong correlation, which results in cross-correlation spectra with clear and regular zero-crossing frequencies (Fig. 5a) and high signal-to-noise ratio (SNR) NCFs in the time domain (Fig. 5b). In contrast, station records that poorly correlate have spectra with zero-crossings difficult to identify (Fig. 5c) and low SNR NCFs (Fig. 5d). Fig. 6 shows the distribution of station pairs with strong and poor correlation. Strong noise correlation was found between pairs of stations over the Santiago gravel and stiff soils with flat HVSR whereas poor correlation is associated to stations over fine-grained soils and ignimbrite deposits that have larger HVSR amplitudes. We hypothesize that strong local vibration characteristics hinder the effect of coherent surface wave fronts travelling through stations with high amplitude HVSR.

Directivity is easily captured in the time-domain cross-correlations. Fig. 6 also shows station pairs with prevalent directionality based on time-domain analysis. Anti-symmetric NCFs with higher SNR in the anti-causal part (negative time-lags) are found in stations over stiff soils near the east boundary of the basin. We believe the symmetry is altered by noise sources generated preferably within the basin rather than outside and enhanced by the presence of the San Ramon thrust fault in this zone (Armijo et al., 2010) that may cause discontinuous wave velocity profiles (Díaz et al., 2014). Since seismic amplification can be controlled in different directions by the presence of shallow faults (Panzeri et al., 2014), more research is required to properly interpret our observations.

Based on these results, we analyzed three zones where we had the densest station coverage and distinctive surface geology: central, east, and south districts (boxes in Fig. 6). In every district, we calculated phase- and group-velocities with the frequency- and the time-domain methods and found the most representative shear wave velocity profiles.

6.1. Central district

The Central district is over the Santiago gravel, and it concentrates most of the government buildings, commerce, and population density of the city (see black box in Fig. 6). Fig. 7a shows phase velocities calculated with the frequency-domain method as a function of frequency. Pairs of stations with high noise correlation and interstation distances shorter than 5 km allowed solving phase velocities up to 5 Hz. The figure shows phase velocities decreasing from 2.8 km/s at 0.3 Hz to 1 km/s at 5 Hz. Additional station pairs using stations DG30 and DG15 were used to find that the phase velocity increases asymptotically to 3.4 km/s at frequencies near 0.1 Hz.

6.2. East district

The East district is over Santiago gravel and modern alluvium (see black box in Fig. 6). Fig. 7b shows phase velocities calculated with the frequency-domain method as a function of frequency. The interstation distances allowed solving velocities up to 3.5 Hz. The figure shows phase velocities lying in a narrow band, decreasing to 1 km/s, approximately. Additional pairs with stations DG05, DG08, DG28, and DG31 were explored to resolve lower frequencies in the zone.

6.3. South district

The South district is located over the Santiago gravel in the south of the basin (see black box in Fig. 6). Fig. 7c shows phase velocities calculated with the frequency-domain method as a function of frequency. Pairs of stations with interstation distances smaller than 12 km allowed solving phase velocities up to 4 Hz. The pairs displayed in the figure have dispersion curves that fall in a narrow band above the central- and east-district trends. The figure shows phase velocities decreasing to an average phase velocity of 1.3 km/s at 4 Hz. Additional station
pairs using stations DG03, DG33, DG20, and DG34 were used to solve lower frequencies.

Average phase velocity dispersion curves are drawn in Fig. 7 to capture the trend in all the districts. The curves were calculated from individual station-pairs adjusted curves, resampled at even frequencies. These curves are inverted in the following section to find characteristic shear wave velocity profiles for each district.

6.4. Comparison of frequency- and time-domain methods

Phase velocities calculated using the frequency-domain method can be converted to group velocity using

\[ V_g(\omega_n) = \left[ \frac{\omega}{\partial \omega} \left( \frac{1}{c(\omega)} \right) + \frac{1}{c(\omega)} \right]^{-1} \] (4)

which can be compared to the group velocities obtained from the time-domain analysis. Since calculation of group velocity is very sensitive to the slope of the phase velocity dispersion curve, we used smoothed curves to evaluate the Eq. (4).

Fig. 8 shows group velocities calculated using the time-domain method and group velocities computed with the Eq. (4) and the smooth trend of the phase velocity dispersion curve calculated with the frequency-domain method (Note: the NCFs of the station pair in this example are shown in Fig. 5b and the group velocity is calculated as the average between the causal and anti-causal parts of the NCF). The frequency-domain method resolves better lower frequencies, but both methods result in similar group velocities between 1 and 3.2 Hz. Based on this result, whenever the time-domain method is able to solve higher frequencies (Tsai and Moschetti, 2010), the phase velocity dispersion curve can be completed using the integral form of the Eq. (4) at higher frequencies. Similar results between phase and group velocities have been reported in Luo et al. (2015).

Fig. 9 compares group velocities of selected station pairs calculated using the time-domain method and the group velocity obtained applying Eq. (4) to the smooth trend phase velocity dispersion curves in Fig. 7. The analytical group velocity curve can be considered as an average of the data.
The time-domain method is particularly useful when the frequency-domain method yields multiple physically-admissible solutions, and it does not resolve velocities at low frequencies. In such cases, the user must choose the “m” parameter (Eq. (1)) associated to a phase velocity curve that operated with Eq. (4) results in the best fit of the group velocity dispersion curve.

7. Shear wave velocity profiles

We used the average phase velocity dispersion curves, along with their standard deviations (not shown in the figures), calculated in the previous section to estimate representative shear wave velocity profiles for the three districts although we recognize that the shallower geomorphology of the east margin is more complex than those in the central and south districts.

We sought the simplest shear wave velocity (V_s) profiles that satisfy the dispersion curves in Fig. 7, using the software Dinver, a module for inversion problems based on a Neighbourhood Algorithm originally proposed by Sambridge (1999), and later improved by Wathelet (2008). Dinver software calculates, in addition to the shear wave velocity profile, the associated theoretical phase velocity dispersion curve of a multi-layer soil deposit. For the sake of simplicity, we explored simple two-layer models with an upper layer that increases in shear wave velocity with depth following a power law.

We used Monte Carlo simulations to generate 500,000 independent profiles and their corresponding theoretical dispersion curves for the fundamental mode of Rayleigh wave. Assuming the misfits between theoretical and measured dispersion curves follow a chi-square distribution, the ratio between the misfit of a given profile and the one of the optimum profile (minimum misfit) follows a Fisher distribution. For a confidence level of 10%, the misfit ratio is approximately 1.5 when a two layer model is adopted and the dispersion curve is discretized with 40 points (Socco and Boiero, 2008).

Flat H/V spectral ratios anticipate lack of pronounced impedance contrast between the soil and the underlying bedrock in the three districts. To account for the smooth transition, we adopted the same shear wave velocity domain for the three cases: a shallower layer whose velocity can vary following a power law with depth from 0.1–3 km/s at the surface to 0.2–5 km/s at the bottom and a uniform underlying layer with a shear wave velocity that can range from 2 to 7 km/s. We found the best overall data fit with 5 sub-layers for the shallower layer. The compressional wave velocity, Poisson’s ratio, and density of the two layers were assumed constant given that they are second order variables (Wathelet, 2005).

The maximum analyzed depth z_max is set to a third of the longest wavelength λ_max, which was estimated as λ_max = V_max/f_min. The longest wavelength and maximum depth for the center, east, and south districts
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Fig. 7. Phase velocity dispersion curves for station pairs in the central (a), east (b), and south (c) districts (see Fig. 6). The solid gray lines are the average dispersion curves adopted for the inversion process, also plotted in Fig. 11.

Fig. 8. Comparison of group velocities obtained from spectral and time-domain methods. The group velocity from the time-domain method is calculated as the average of the NCF causal and anti-causal parts.
are $\lambda_{\text{max}} = (3.4 \text{ km/s})/(0.1 \text{ Hz}) \approx 34 \text{ km}$ and $z_{\text{max}} = \lambda_{\text{max}}/3 \approx 11 \text{ km}$, respectively.

Velocity profiles associated to dispersion curves obtained from the frequency-domain analyses in the central, east, and south districts are shown in Fig. 10. The minimum misfits are 0.73, 0.67, and 0.62, respectively. This figure shows all those profiles that have misfits smaller than 1.5 times the minimum misfit and represent equivalent profiles with a confidence level of 10%. The central and east districts profiles show a shear wave velocity of the shallower layer that increases from 700 m/s at the surface with a similar trend with depth. In contrast, the south district has a higher shallow shear wave velocity, but a similar $V_s$ increase rate. All profiles predict a contact with the underlying homogeneous layer that is deeper than values proposed by the available gravimetric model of the basin (Yañez et al., 2015), ranging from 2.5 km in the south district to 4.5 km in the central.

Fig. 11 shows the theoretical dispersion curves associated to the shear wave profiles along with the phase velocities calculated with the frequency-domain method.

The uppermost soil layer (first ~100 m depth) is not well resolved, given the lack of information at high frequencies in the dispersion
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Fig. 9. Group and phase velocities in the central (a), east (b), and south (c) districts. The solid black lines are the group velocities calculated with Eq. (4) for the average dispersion curves in dotted lines. Small gray squares are phase velocities in Fig. 7.

Fig. 10. Shear wave velocity profiles inverted from dispersion curves in the central (Fig. 7a), east (Fig. 7b), and south (Fig. 7c) districts. The profiles in black solid lines are the ones with minimum misfits while the rest are profiles with misfits lower than 1.5 times of the minimum. The $V_s$-models over the inverted profiles are smooth continuous trends discussed in the text.
Discussion

The simple HVSR classification adopted for site characterization in this study intended identification of stiff soil deposits where the ambient seismic noise correlates. As the cross-correlation method is extended to softer soil deposits in future research, a more robust ambient seismic noise correlates. As the cross-correlation method is intended identi

This study intended characterization in three distinct city districts with dense station coverage and where we observed high inter-station correlation. The inverted shear wave velocity profiles show similarities between the central and the east districts in terms of shallow wave velocity and increase rate with depth. The velocity profile of the south district shows a pronounced increase with depth, but a higher shallower velocity. The inversion process was not able to identify a clear soil-bedrock interface in the studied areas at depths predicted by available gravity-derived basement depth models.

Even though we emphasized deep characterization and could not resolve the shallowest soil structure, the high phase velocities calculated from station pairs over stiff Santiago Gravel agree well with the flat single-station HVSR calculated at the sites.
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